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ABSTRACT 

Optimization using existing methods is computationally costlier task for complex control systems such as a high 

order system with time varying parameters. Various authors’ solved optimizat ion problems using different types of signal 

transforms followed recently using Haar wavelet transform which proved to be an excellent  mathematical tool in signal 

processing. In this domain, the pioneering work has been done by Chen and Hsiao using computationally inefficient 

recursive Haar operational matrices. In this paper optimization of linear time variant systems has been done using 

computationally efficient non-recursive Haar backward integral operational matrix. The computational time savings, with 

respect to increase in resolution, obtained in the proposed method v is-à-vis Hsiao method are computed using MATLAB 

7.6.0.324 (R2008a) thereby establishing computational efficiency of the proposed method.  
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INTRODUCTION 

Optimal control problems with linear time varying systems are much more difficu lt to solve in comparison with  

linear t ime invariant systems. When the order of system is sufficiently high, it is almost impossible to find out the optimal  

solution using analytical methods. Various types of numerical methods can circumvent the problem. Since numerical 

methods involve lot of calculations and time, various signal transforms based methods are employed [1-4]. One such 

popular signal transform is Haar wavelet forming the basis of operational approach which has been extensively employed 

for solving most popular LQR optimal control problems. The approach, pioneered by Hsiao [5], is important because of 

nice properties of Haar wavelet. In this approach, various recursive Haar operational matrices are derived and applied for 

solving differential system equations [5,6]. The use of recursive operational matrices is computationally expensive task. 

Therefore, a modified method has been proposed in this paper where backward integration matrix has been replaced b y 

equivalent non-recursive formulation, p ioneered in [7], resulting in computational savings.  

REVIEW OF HAAR WAVELET  

The orthogonal set of Haar wavelet hi(t) is a group of square waves with magnitude of +1 and -1 in certain 

intervals and zero elsewhere. The first curve is h0(t) known as scaling function or father wavelet. The second curve h 1(t) is 

the fundamental square wave which is also known as mother wavelet. By binary dilation and translation of      , one can 

obtain a complete orthogonal basis for the space of integrable functions over t     In other words                              

{              ,j       } can span   (R), where        , j is the dilation parameter and k is the translation 

parameter. For practical applications a signal is usually obtained from init ial time up to some finite t ime. Thus, without loss 

of generality, the signal can be normalized to the time interval  t        .under the assumption, the signal in the space 

L
2
[0,1] can be represented by the orthogonal basis             
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Where 

  
                                                                                                                                                                       (1) 

   
      

                                                                                                                                                         (2) 

                    j
                                                                                                                                 (3) 

OPERATIONAL APPROACH AND OPERATIONAL MATRICES  

Haar wavelet based Operational approach simplifies analysis of complex systems by converting its integral 

differential system equation into linear matrix algebraic equations  in Haar domain. Haar domain means that all the 

variables are transformed using Haar transform and all associated mathemat ical operations are transformed using Haar 

operational matrices. For example Integral operation is reduced to linear algebraic equations with the help o f integral 

operational matrix [8].  

    

 

 
          

                                                                                                                                               (4) 

Other operational matrices are multip licat ion matrix M, connection coefficient etc., summarized in Table 1 

Table 1: Recursive Haar Operational Matrices  

Operational Matrix Recursive Formulation Elements  

Multiplication matrix Mm(t)   

  
 

     
 
       

 

       
   

 

         
 

     
  

M1(t)= h0(t) 

ha=[ h0 h1 …….….. hm/2-1 ]
T
 

hb= [ hm/2 hm/2+1…….. …hm-1 ]
T
 

Connection matrix Cm   
  

 
  

 
        

       
   

 

         
   

 

 
  

C1=c0 

ca=[c0 c1…….cm/2-1] 

cb=[cm/2cm/2+1………….cm-1] 

Backward integration matrix     
 

  
 
    

 
   

 

  

 

   
    = -1/2  

 
All the matrices defined above are recursive matrices. Computing operational matrices through recursive 

formulat ion is a computationally costlier task. However, computational cost is expected to reduce if operational matrices 

are computed without recursion. 

In the study of time varying system via Haar wavelets, it is generally essential to calculate   (t)  
 . The product 

of   (t)  
  is called Mult iplication matrix [5]. The multiplication matrix M m(t) [6] has been defined in Table I. With the 

help of this recursive formula mult iplication matrix M m(t) for any order m can be derived. Where      and      are 

multip licat ion and Haar matrices for half resolution respectively. 

In wavelet analysis for a system, all functions need to be transformed into Haar series. The mult iplication of Haar 

wavelets also requires to be expanding into Haar series. Therefore a connection matrix [5] has been introduced Table 1 to 

perform the task. 

  
     

           
                                                                                                                                          (5) 

Mm(t)cm = Cmhm(t)                                                                                                                                                    (6) 

Where Cm is the connection matrix 



Haar Wavelet based Computationally Efficient Optimization  of Linear Time Varying Systems                                                                                   13 

 

www.iaset.us                                                                                                                                                     edi tor@iaset.us  

The Haar backward integration matrix [5] arises when integration is done backward in time from 1 to t where              

t<1. It can be expressed mathematically as   

    
            

    
 

                                                                                                                                          (7)  

With the help of backward integration matrix, integration can be easily converted into simple matrix 

multip licat ion. 

These recursive formulat ions results in computationally costlier algorithms for h igher order problems and it  

becomes even costlier when the high resolution is considered. Therefore a non recursive replacement of backward  

integration operational matrix has been introduced. Non recursive matrices result in computationally  efficient algorithms, 

with respect to execution time and stack-and-memory overflows in computer implementations, as compared to 

corresponding recursive formulations. The non recursive Haar backward integration matrix is derived in [7] with the help 

of block pulse function as 

     {     
 

 
    

                                                                                                                                          (8) 

Where, 

   is integration matrix for b lock pulse function.  

  is backward Haar integration matrix of o rder m. 

  is Haar matrix for order m. 

For further details, one can refer to [7].  

In the next section, a method is proposed, based on non-recursive backward integral operational matrix for solving 

linear optimal control problems of high order. The proposed method is capable of optimizing - time-vary ing linear systems 

of any order efficiently; the proposed method is applied to solve finite horizon LQR problems with final state control. 

Computational efficiency of the proposed method is established with the help of comparison on computation -time at  

different resolutions. 

OPTIMAL CONTROL OF LINEAR TIME VARYING SYSTEMS VIA HAAR WAVELET 

Consider a general LQR linear time vary ing system with performance index J  

      = Ax(t) + Bu(t) (9) 

J=                                  
  
                                                                                                              (10) 

Where A(t) is n x n matrix, B(t ) is n x q matrix, Q (t) is a positive semi definite n X n matrix and R(t ) is an r X r 

positive definite matrix. 

For the solution of optimal control problem using Haar wavelets, the time inte rval [0, t f) is normalized to [0, 1], 

therefore the normalized performance index can be written as  

J=tf                                
 

                                                                                                             (11) 

The adjoint state λ ( ), an n-vector, satisfies the following canonical equation: 
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λ    

 
         

    

λ   
                                                                                                                                              (12) 

Where  

        
                    

           
                                                                                                                   (13) 

The init ial condition for x(0) and λ(1)=0            (14) 

Condition (14) is known as transversality condition. Let Φ(1, ) be the state transition matrix of (12) which  

satisfies  

Φ           Φ         , Φ(1,1)=I                                                                                                                      (15) 

Decomposing Φ(1, ) into the following form: 

Φ        
Φ  

     Φ  
     

Φ  
     Φ  

     
                                                                                                                           (16) 

The transversality condition must hold leading to  

 λ ( ) = - Φ22
-1
(1, )Φ21(1, )x( )                                                                                                                               (17) 

The time vary ing optimal feedback gain is  

K( )= -R
-1
( )B

T
( )Φ22

-1
(1, )Φ21(1, )                                                                                                                     (18) 

Performing backward integration on (15) 

Φ             Φ           
 

                                                                                                                        (19) 

Where  

Φ(1, 1)=I  

The Haar expansion of Φ(1, ) can be expressed as 

 Φ       

 
 
 
 
    

 
   

       
 

   
 

 
   

  
  

     
 

 

      
 

     
        

  
 
 
 
 

  
                                                                                                       (20) 

Haar series approximation of tfF( ) is tfF( )= 

 
 
 
 
    

 
   
       

 

   
 

 
   
  
  

     
 

 

      
 

     
        

  
 
 
 
 

  
                                                    (21) 

The order of matrices (20) and (21) is 2n X 2n and the     and     are m vector 

Substituting the values of   Φ          and Φ(1, ) in (19) and compare the coefficient of    , (19) becomes [9] 
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=  

       
       

         
       

 
       
       

   
                         

                                                                                                               (22) 

Where Cij represent connection matrix fo r Fij element  

 The left hand side of (22) can be expressed after rearrangement as  

 
 
 
 
         

  
   

      
  
            

  
   

      
  
   

 

        
  
    

   

      
  
   

 
      

  
   

      
  
            

  
    

 
 
 
 

   

 
 
 
 
    

 
   

 

   
 

   
  

   
 

   
 

   

   
 

   
      

  
 
 
 
 

                                         (23) 

 Applying linear algebra and rearranging matrices (23) can be expressed as 

 
 
 
 
 

 

  

  
 

   

    

 
 
 
 
 

      
    

       
       

         
       

 
       
       

   
                         

                                                                              (24) 

Where  

  =[  
    

 
,   

    
 

,  
    

 
………..  

      
 

] 

   =[   
     

     
          

    

The reverse integration matrix S can be calcu lated using (11)  

Let  

     

  

  
 

   

                                                                                                                                                          (25) 

Then 

                                                                                                                                                                              (26) 

   =                                         

   =                                         
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    =                                        

Φ(1, ) can be calculated using (20). Φ  
      and Φ  

      can be calculated using (16).  

We have  

  
    

λ   
    

Φ  
     Φ  

     

Φ  
     Φ  

     
  

    

λ   
                                                                                                                (27) 

The transversality condition () must hold and leading to  

 λ    Φ  
       Φ  

                                                                                                                                       (28) 

The well known optimal control law is  

 u( ) = - R
-1
( )B

T
( )λ( )                                                                                                                                          (29) 

The feedback control law is  

 u( )= -K( )x( )                                                                                                                                                       (30) 

from (28-30) the equation of K given in (18) can be derived. 

A third order time varying problem, whose analytical solution is not possible, has been explained using modified  

algorithm in next section.  

NUMERICAL EXAMPLE 

Consider the state space equations as 

       
        
      
       

       
 

   
   

                                                                                                          (31) 

x(0)=  
 
 
 

  x(  ) unspecified                                                                                                                                     (32) 

The performance index of linear LQR problem is given as  

J=                                 
  
                                                                                                               (33) 

Where  

Q(t) =  
      
      
      

                                                                                                                                     (34) 

R(t)=.01exp(-.01t), t   [0,5) (35) 

The time-vary ing optimal feedback gain K(t), t  [0, 5), is required to be found [7] 

Comparing with (11)  

A(t)= 
        
      
       

 , B(t)= 
 

   
   

                                                                                                                  (36) 
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All calculat ion here has been done considering resolution m=8  

Step 1 

Calculating F( ) from (13) 

F( ) = 

 
 
 
 
 
 
        
      
          

    
                      

                      

        
        
       

         
           
             

 
 
 
 
 

 

Step 2  

Calculating S from table I 

 S =  -1/2 1/4 1/16 1/16 1/64 1/64 1/64 1/64 

  -1/4 0 1/16 -1/16 1/64 1/64 -1/64 -1/64 

  -1/8 -1/8 0 0 1/32 -1/32 0 0 

  -1/8 1/8 0 0 0 0 1/32 -1/32 

  -1/16 -1/16 -1/16 0 0 0 0 0 

  -1/16 -1/16 1/16 0 0 0 0 0 

  -1/16 1/16 0 -1/16 0 0 0 0 

  -1/16 1/16 0 1/16 0 0 0 0 

Step 3  

Calculating V from (25) 

  1.0873 -0.0666 -0.0079 -0.0279 ………….0 

  0.0338 0.9870 -0.0079 0.0069...……......0 

  V= 0.0087 0.0072 0.9969 -0.0001………...... 0 

  0.0246 -0.0246 -0.0000 0.9962……………0 

    ::         ::                 :: 

      0            0             0            0…………1.0044 

Step 4 

Calculating   from (26) 

   = [1.0873 0.0338 0.0087…… -0.0001 0.0000]
T
 

   = [0.0000 0.0000 0.0000 ……-0.0029 -0.0030]
T
 

   = [0.0000 0.0000 0.0000 ……-0.0038 -0.0034]
T
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   = [-0.0832 -0.0314 -0.0079 …… 0.0000 0.0000]
T
 

   = [0.0010 0.0006 0.0003 …… 0.0002 0.0001]
T
 

   = [0.0000 0.0000 0.0000 ……-0.0026 -0.0534]
T 

Step 5 

Calculating Φ        and Φ        from (16) 

 Φ       = 

                      
                     

 
      

 
      

   
   

 
      

 

 

 Φ       = 

                      
                      

 
      

 
      

   
   

 
      

 

Step 6  

Calculate optimal gain K from (18) 

K1= [0.0044 0.0035 0.0026 0.0018 0.0011 0.0006 0.0002 -0.0000] 

K2= [0.1403 0.1363 0.1274 0.1136 0.0951 0.0723 0.0456 0.0156] 

K3= [0.1784 0.1748 0.1648 0.1471 0.1215 0.0892 0.0529 0.0165] 

Following the procedure given in previous section, the solution of time-varying optimal control problem has been 

obtained. The result obtained is  shown graphically in Figure 1 which satisfies with the existing solution. 

 

Figure 1: Optimal Gain K versus Time T 

A graphical comparison between computational times involved in both the processes is shown in Fig ure 2, by  

examine the graphs it is confirmed that modified method is computationally much efficient. 
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Figure 2: Time Consumption T versus Resolution M 

CONCLUSIONS 

Optimal control of a third order LTV system is successfully accomplished using modified Haar operational 

approach.Computational efficiency achieved using non-recursive Haar backward integral operator matrix in place of 

recursive one is demonstrated using MATLAB. The results obtained are shown to agree well with respective reported 

results [7,9]. The convergence is expected to be better at higher resolutions. Future scope lies in achieving optimal control 

using other non-recursive Haar operational matrices. 

REFERENCES 

1. Hsu, Ning-Show, and Bing Cheng. "Analysis and optimal control of t ime-vary ing linear systems via block-pulse 

functions." International Journal of Control 33, no. 6 (1981): 1107-1122. 

2. Palanisamy, K. R. "Analysis and optimal control of linear systems via single term Walsh series approach." 

International Journal of Systems Science 12, no. 4 (1981): 443-454. 

3. LIU, CHENG-CHIIAN, and YEN-PING SHIH. "Analysis and optimal control of time-vary ing systems via 

Chebyshev polynomials." International Journal of Control 38, no. 5 (1983): 1003-1012. 

4. HWANG, CHYI, and MUH-YANG CHEN. "Analysis and optimal control of time-vary ing linear systems via 

shifted Legendre polynomials." International Journal of Control 41, no. 5 (1985): 1317 -1330. 

5. Chun-Hui Hsiao, and Wen-June Wang
*
 “State analysis and optimal control of linear time-vary ing systems via 

Haar wavelets” John Wiley & Sons, Ltd, Feb 1998.  

6. Chen and Chin-Fu Hsiao, “Haar wavelet method for solving Lumped and distributed parameter system”, IEEE 

proc.control theory. App vol-144, No-1, January 1997. 

7. Monika Garg and Lillie Dewan, “Non-recursive Haar Connection Coefficients Based Approach for Linear 

Optimal Control”, Springer LLC 2011 

http://www.iaset.us/


20                                                                                                                                                                        Abhinav Jain & Monika Mittal 

 

Impact Factor (JCC): 2.4886                                                                                         Index Copernicus Value (ICV): 3.0  

8. Corrington M.S, “solution of differential equation and integral equations with Walsh functions”, IEEE transaction 

on circuit theory, CT-20(5):470-476, September (1973): 470-476. 

9. Chun-Hui Hsiao and Wen-June Wang, “Optimal control of linear time -varying systems via Haar wavelets,” 

Journal of Optimization theory and application, vol-103, No-3, December (1999): 641-655 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


